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Abstract— The Capacitated Arc Routing Problem (CARP) is a difficult optimization problem in vehicle routing with unacceptable 
complexity by brute force. CARP is to find a solution that a given set of specified roads must be serviced by vehicles. Many search 
algorithms are introduced to solve CARP problem, including SA (simulated annealing algorithm), tabu algorithm, GA (Genetic Algorithm), 
MA (Memetic Algorithm). In this paper, a newly developed algorithm is proposed based on traditional tabu search algorithm. The 
computational results are shown in the experiment part of this paper, showing this algorithm can find high quality solutions efficiently. 

Index Terms— tabu search, CARP, vehicle routing, optimization, decision making, genetic algorithm, simulated annealing 

——————————      —————————— 

1 INTRODUCTION                                                                     
he Capacitated Arc Routing Problem (CARP) is a difficult 
optimisation problem in vehicle routing with great 
amount of applications in real life. CARP is to find a solu-

tion that a given set of specified roads must be serviced by 
vehicles, while in the mean time not exceed the limit service 
capacity of the vehicles. In this paper, we only discuss the 
problem under the situation that all the roads (edges) in the 
problem are bidirectional and with same property. Many 
search algorithm are introduced to solve CARP problem, in-
cluding SA (simulated annealing algorithm), tabu algorithm, 
GA (Genetic Algorithm), MA (Memetic Algorithm), etc... 
These algorithm either cannot find solution with high quality, 
or need long time to give out a solution with high quality. 
Through the algorithm proposed in this paper, a solution with 
good quality is produced within 2 minutes for a graph with 
140 vertices and 190 edges.  

2 CAPACITATED ARC ROUTING PROBLEM 
2.1 Problem Definition 
The Capacitated Arc Routing Problem may be described as 
follows: for an undirected graph G = (V, E), with a set if re-
quired edges R ⊆ E. Vehicles are needed to serve the required 
edges. A set of identical vehicles, each of capacity Q, starts at 
the depot node D in the graph G. Each edge (vi, vj) in the 
graph comes with a cost cij indicates the cost of a vehicle goes 
through it. Each required edge (vi, vj) in the graph comes with 
a demand dij indicates the demand of a vehicle serves it. Each 
required edge need only to be serve once and allows unlim-
ited times of passing through. A vehicle route must start and 
finish at the given depot D and the total demand of the route 
cannot exceed the capacity Q. The objective of CARP is to find 
a minimum cost set of vehicle routes that served all the re-
quired edges. 
 

2.2 Problem Applications 
CARP has a variety of applications in real life. For example, in 
the winter of many countries snow can be so high that vehicles 

cannot pass through, which means salt need to be put on the 
road to accelerate the melt of snow. Another typical applica-
tion for CARP is the road rubbish collection in cities. CARP 
gives a great abstract model for these real problems. 

3 METHODOLOGY 
3.1 Notations 
TABLE I list out the symbols will be used in the algorithm. 
3.2 Model Design 
This algorithm is divided into several parts.  
• Initialization: the part that deal with the raw data(graph), 
put the graph in computer memory  
• Initialization Solution Generator: the part that generate the 
initial solution by basic path scanning algorithm  
• variation: the part that perform the modification to generate 
new solution  
• search: the part that perform the searching  
• multi carp: the part to perform the multiprocessing work of 
the alogorithm 

 
3.1 Detail of Algorithms 
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3 EXPERIMENTS 
3.1 Dataset 
This paper used gdb, val as additional dataset. gdb dataset has 
nodes from 7 to 27, required edges from 11 to 55 val dataset 
has nodes from 24 to 50, required edges from 34 to 97 
3.2 Performance Measure 
The performance is measured by comparing the cost of the 
algorithm proposed by paper and the best known.  
Test enviornment:  
Huawei magicbook  
Ryzen 2500u 4 cores 8 threads  
8G DDR4  
512G SSD  
The running time of all experiments are limited to 120 seconds 
and the the random seed is set to be 19. 

 
3.3 Hyperparameters 
The hyperparameters used in this paper include the penalty 
factor is initialized to be 2.  
Through multiple test after applying different hyperparame-
ter, this initial value of penalty factor is able to act well on the 
small dataset as to minimize to probability to go into the area 
of infeasible continuously and is not that big to affect the final 
result. 
 
3.4 Experiment Results 
The experimemt result is included in the TABLE II and TABLE 
III and TABLE IV in the appendix, shows the result on the 
dataset gdb and val and egl, respectively 

CONCLUSION 
The experiment result shows that the algorithm is able to al-
most or exactly get the best solution in relatively small graph 
(nodes from 7 to 50, edges from 11 to 97), the fluctuate on 
some gragh may due to the lack of multiple experiments and 
the only random seed is choosen, it may also indicates the 
merge split mentioned in this paper is still searching locally, 
more wide search operator is needed. The result also shows 
that this algorithm has the potential to access the best solution 
in larger graph (like graph in egl dataset), while the converge 
spped is relatively slow, it may due to the over-careful choos-
ing of the parameters. A larger rate may change this situation. 
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